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ABSTACT

William Walton McDonald, Master of Science in Engineering, Arizona

State University, May, 1966. Analysis of Stochastic Networks. Major

Professor: A. Alan B. Pritsker.

The purpose of thiS research was to: (1) develop a general purpose

GERT Simulation Program, (2) investigate resultant distributions of GERT

networks containing all AND nodes to determine validity of the PERT nor-

rality assumptions, and (3) investigate analysis of AND nodes through

analytical and simulation methods for distribution of the equivalent time

parameter.

The Simulation Model is a fast, flexible, user-oriend computer

program requiring only one input card for each activity in the network.

Five probability density functions are available for use in describing

the distribution of activity durations. Program output includes a criti-

cal -y index on each activity and node analysis on specified vodes, in-

cluding mean, variance, probability of realization and histograms of node

realization times. Various GERT networks were simulated to provide

examples of the use of the Simulation Model and verify results through

statistical tests.

Analysis of resultant distributions of PERT networks verified

the PERT normality assumptions utilizing approximation formulas for mean

and variance of activity durations.

The merge bias correction procedure ubilized to produce better

appro:-Amations of network realization times was found not applicable

to general solution of GERT networks containing AIND nodes.
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CHAPTER I

INTRODUCTIOU

Stochastic processes are defined as time variant and probabilis-

tic processes. Analysis of networks w.th stochastic properties has been

greatly facilitated through the application of GERT (Graphical Evaluation

and Revieu Technique). This procedure has provided an efficient means

of analysis and commurication of systems problems. A complete discus-

sion of the historical development and theory of networks may be found

in the GERT documant.

. S E G E GOAL AND PROSIMI

The goal is to develop a generalized technique for analysis of

complex systems portrayed by stochastic networks. The research will

concern two related problem areas.

The problem is to develop a general purpose =-I Simulator to allow

analysis of GERT networks ;hrot'gh the technique of Simulation. Analysis

of resultant distribution of network realization Aill be facilitated by

this simulation program to assist analytical solution. Specific object-

ives will be to:

1. Actept as input the GERT logic node assignments for a network

while allowing a choice of probability density functions and parameters

for activities comprising the network.

1 A. Alan B. Pritsker, GERT: Graohical Evaluation and Review
Technique, The RAND Corporation, .- 4973-N.3A (Santa Monica, April, 1966)
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2. Provide as output, a criticality statement on activities lead-

tIng to realization of the network and analysis of several designated nodes

through histograms of node realiz3tion times and statements on frequ-3ncy

of node realization.

3. Investigate the resultant distribution of IT networks with

reference to theory developed in the literature, specifically, the nor-

mality assumptions pertaining to PERT networks.

Another problem is to investigate analysis of AND logic nodes

through the use of analytical and sirmlation techniques for probability

of node realization and the distribution of the equivalent time para-e-er.

II. VALLE CF AN ANS'i&.

The answer is of value in that, for moderate to large GERT net-

works, the computational aspects of analytically determining the distri-

button of network realization are immense. Simulation of GERT networks

provide a fast, efficient means for obtaining the parameters and the shape

of the resultant distribution. The criticality of an event contribut-ing

to network realization provides greaLer insight to the inner-workings cf

the network. The complete GE.T network is simulated providing probabil-

istic statements about the terminating node(s).

The basic PERT assurption of nornality of project completion for

large networks is a subject of controversy, limiting wide acceptance of

this technique. Simulation of various networks under fixed and prohabU-

istic conditions should provide an answer -ubstantuating the basic assure;-

tion or rejecting it, and pointing out the need for further research.

Analysis of AND nodes is an area requiring research. The value
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associated with attainment of this need we.11 be to expand the scope of

-application of GE analysis of complex systems and place the research

endeavor one step closer to the goal stated above.

III. BACNGROUD AM' LITEATURE i EWl

In the past, network analysis of operational systems hzs been

concerned with project scheduling type networks (PI, CPM, etc.) and

signal flow graphs.

The PMIT type analysis treats the time of each activity or event

as a constant or random variable, where all activities contribute to

project completion or realization. Tbe technAque is based on assumptions

restricting analysis to approximations of the system (project) parameters

and confining construction of networks to a specific form. An atterpt is

made to deal with random time variations by replacing these variables wit~'

their exrected times and reverting to a deterministic problem. Based on

these expected times, the duration of the longest path through the network

is utilized in making estimates of project completion tie. The distribu-

tion of completion time ic- assumred normal by invoking the central limit

theorem.
2

Sttt.ng that the above estimate of project completion time is

always optimistic, FuLkerson proposed an improved method for calculating

an approximation to the expected length of a critical path in a PERT net-

2Special Projects Office, Bureau of Naval Weapons, Department of
'the Navy, PERT Sur-.r Reoort, Phase 1, (Washington, D. C., July, 1958)

3D. R. Fulkerson, E:xcCted Critical Path Lencths in PE. Net'.Torks,
The RUD Corporation, P--3075-PR, (Santa ionica, March, 162) p. 1.
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work by considering the activity duration times as random variables.

A study by XacCrimon and Ryavec .provided an evaluation of the

errors inherent on the basin assumption throug. analysis of the minimam

and naximum duration time of parallel network paths. Their conclusion

was that several independently parallel paths of approximately equal

duration was fond to give the largest error in PERT calculated mean and

variaete. Also, cross connected paths with shared activities r3duced the

errors considerably. The presence of one path of length significantly

longer than any of the other paths reduced the errors further.

An even more revealing conclusion was drawn by Charnes, Coopar and

Thompson5 in their critical path analysis of PERT networks, utilizing chanc

constrained programming methods. Whenever there were parallel paths that

alternated in criticality and involved sufficiently different times, they

found that multimodality of network distribution times often existed.

I Simulation of the basic PERT network was first performed by Van

Slyke,6 through application of the Monte Carlo technique to obtain more

valid statistics of system behavior. Activity duraticns were treated as

random variables by assigning probability density functions to the indi-

vidual activities. A criticality index of the relative frequency an

activity appeared on tha critical path of a network was presented.

4K. R. Mac Crimmon and C. A. Ryavec, An Analytical Study of the

PERT AssunRtions, The RAND Corporation (Santa Monica, December, 1962).

5A. Charmes, W. W. Cooper, and G. L. Thompson, "Critical Path
Analysis Via Chance Constrained and Stochastic Programming," O. Res.,

Vol. 12, No. 3, 1964, pp. 460-.470.

R. M. Van Slyke, "Monte Carlo Methods and the P1;RT Probi-i, _" Oo.
Re., Vol. II, No. 5, 1963, pp. 839-860.



4 5

Flowgraph theory has been applied to the anal)sis of probabilistic

systems, utilizing basic properties of flowgraphs. Realization of the

flowgraph network results from consideration of all the transmittances or

branches of the graph.
7

The general concepts and fundamentals presented in GT provide a

convenisnt basis for analysis of complex systems portrayed by stochastic

networks. The research endeavor responsible for the conceptualization of

GERT is a continuing process, as the need for a generalized technique to

analyze stochastic networks has not been fully realized.

Conceptual and computational problems exist in GERT analysis of
kd

stochastic networks. Specifically, no general method of analysis exists
tance-

for the AND logic node. The need for further research is pUinted out byt 8
Pritsker, while presenting concepts, and approaches and examples. The

use of the AMD node in GERT is the same as in PERT, where all activities,

or branches entering the node must be realized prior to the realization of

a branch emanating from that node.

IV. ORGANIZATION OF THE REPORT

The following chapters of this report are organized in the follow-

ing manner. Chapter II presents a review of the fundamentals of PERT and

'GERT to establish a base for succeedin, chapters. Chapter III describes

the GERT Simulation Model with discussion, flowdiagrams and computer list-

ings. Applications of the Simulation Model follow in Chapter IV, covering

7Pritsker, o-. cit., p. 16.

8Ibid., Appendix B.
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problems presente! in the GERT Manual. Also included, are several

V variations of a PERT network utilized to test theory developed in the

literature. Chapter V presents analysis of AND nodes through analytical

and siuulaticn t.reatments. The smmary, conclusions and recommendations,

are contained in Chapter VI.

I "

t



CHAPTER II

REVIEW OF THEORY

The purpose of this chapter is to present the general concepts and

theory of PERT and GERT necessary to establish a foundation for the mater-

al in the following chapters.

I. PROGRAM EVALUATION AND REVIEW TECHNIQUE

The Program Evaluation Review Tecnnique (PERT) ir a method of plan-

ning, scheduling, and controlling a project by first defining all signi-

ficant segments end activities of the project and then constructing an

interconnecting network of nodes and arrows depicting the various time

and precedence relationships necessary for completion of the project.

The time duration of each activity is estimated by three parameters

a, m, and b, where a is the earliest (optimistic), b is the latest (pessi-

mistic), ard m is the most likely completion time.

The Beta distribution of the form,

f(t) = K (t-a (b-t ) < t< b

= 0 otherwise

(where K, < , and ' , are functions of a, m, and b) is assumed to repre-

sent the distribution of activity duration. A simple linear approxim.ation

for activity duration was derived without emperical evidence and is in use

today.

ISpecial Projects Office, Bureau of Naval Weapons, Depart.ent of
the Navy, P T Siiarv ?.euort, Phase 1, (Werashinc=ton, D. C, July, 1958),
Appendix B.
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t = expected time of an event

- a+4ub f6

VAR(t) = (b-a )2 /

Although these two expressiois were obtained from the Beta distri-

bution, the usual procedure is to assume normally distributed activity

duration times with the parameters given above.

The time at which a node is realized (achieved) is the maximum of

the durations of the inwardly-directed paths to that node, since all of

the activities on the paths directed into the node must have been completed

Outwardly-directed activities from a node cannot start (be released) until

the node is realized. The project duration is thien the maximum of the

elapsed times along all paths from the origin to the terminal node. The

path(s) determining total project duration is designated the critical path.

Solution of PERT networks is accomplished by deriving the critical

paths of the network based on the expected times of activity durations.

The stochastic element is completely ignored through solution of a deter-

ministic network. The diatribution of project or network completion times

is assumed normal using the central limit theorem. Probability statements

concerning project completion are made from the normal distribution with

.mean and variance derived from activities on the critical path.

II. GRAPHICAL EVALUATION AND REVIEW TEHNIQUE

The Graphical Evaluation and Review Technique (GERT)2 is a tech-

nique for the analysis of generalized networks embodying probabilistic and

.Ig~~~~~ 2A.__ _ __ _ _ _

Alan B. Pritsker, GEPT: Grapvical Evaluatio and Revie,.
Technique, the RAND Corporation, RM-4973-NASA, (Santa Monica, April, 1966)



9

time varying characterist.cs. The general term associated with an

activity in the network is a random variable and a probabilty of occur-

rence is associated with the realization (acceptance) of the activity.

PERT networks are in a sense GM networks where the probability of real-

ization of an activity is or.e. Therefore, all activities in the network

must be transversed for network completion to occur.

GERT networks are constructed in the familiar manner as an inter-

connecting network of nodes and arrows depicting the various time and

precedence relationships. However, the form of the nodes indicating

logical relationships, and the parameter notation for the activity duration

times allow GERT, through use of applicable network algebra, to achieve a

significant development in generalizing network analysis.

The dual parameter of time and probability is incorporated into one

variable allowing use of applicable network algebra. In describing the

time parameter, GERT utilizes the moment generating function of the den-

sity function (M.G.F.) of the time to realize an activity. The product

of the probability of realizing a given activity and the moment generating

function is named the w-function, and is defined as follows:

Wj(S) = PjMtj(s)

= the probability of realizing activity j

M tj(s) the moment generating function of the time to realize

the branch activity j

Flowgraph theory provides a convenient basis for analysis of

stochastic networks usinq the w-function from GERT and the logical char-

acteristics of flowgraphs. Tae logical characteristics utilized are

shown in Figure 1 for the series, parallel, and feedback caSes thrcugh
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application of the law of nodes of flowgraph theory.

Substitution of the w-function for the lower case a, b, and c, in

Figure 1 provides GERT a single parameter embodying time and probability

characteristics while permitting utilization of the logic of flowgraph

thecry.

The equivalent w-function for a simple network as discussed provides

information such as .iivalent probabilities and time, through the follow-

ing relationships. The equivalent probability is:

= wp(0) , by setting the variable s = 0.

The M G F of the equivalent time is given by:

M (s) = wj(s) / w (O)

The relationships of network type, equivalent w-function and M G F

for the three basic networks is as shown in Figure 2.3

Although most networks can be shown to be combinations of series

and parallel equivalent networks, a more orderly approach to network

reduction and evaluation is through use of the topology equation of flow-

graph theory. The topology equation for closed loops is as follows:

H(s) 1 + (-lmLi(m) = 0 9 m = l, 2, 3,

where Li(m) is the loop product of m non-touching loops. The summation

is found of all possible combinations of these loops. Non-touching loops

are defined as a series of branches or activities which form, loops and

the nodes of these branches are non-touching with those of some other

loops. Figure 3 illustrates a sample network employing lst. 2nd, and

P.ritsker, op. cit., p. 28.
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a. Series B aA C =bB abA

a1

a2 1

b. Parallel B =a A + a2A

C. Feedback B a I A + b 1B = a1/(l - b 1)

C b 2 B =b 2 a 1/0- ~b 1 )

FIGURE 1

LOG ICAL CHA F A QTU .TScT ICS OF FLO',..GRA,1P.1 rf.7:-o.-y

Netw~ork Graphi-c~n1 Paths Pquivalot, Equivalent
Type RPepresentation 'Fu n c t ion ~' G. F. (e s)

Series b I a~ s(ta + tb)

Paallva oAWsta ,
~ "a' 'b a"b a/(+b)(,ae b

FeedbacW- 1)e (-"a a b) (1-Pbe le )a

FIGUFnlE 2

NETV.ORK P.TDUCTIC11 E7,.7LOYIhG T-HB TOPOL'oGICAL BEUATIo:!
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3rd order loops, ttere the order of the loop, m, is as above.

... . ..__ __ __ ____ _'h
(LA 3  LQI;Lu

Uj*U

FIGURE 3

SAMPLE NETWORK CONTKALN!NG F EDBACK LOOPS

There are four loops in Figure 3 of order 1: L(I) =w 1w2 ;

L2(l) = w3w4 ; L3(1) = ww6 ; L4(I) = %w ; and L5 (1) = ww 10 . An example

of a second order loop is hL( 2) = L(1) LP) = wlw2 WeW 6 , and a third

order loop would -eonsist!C of 1 (30) = LIMl L (1) LP() wiwew5w6wqw10 .

The equivalent w-function for a network or section of the network

may be obtained by closing the network such as is shown in Figure 3 ,

with the dotted activity from node 1 to node E and assigning the equiva-

lent w-function for the network to this activity, 1 / wt(s). A character-

istic of the topological equation is utilized, where for any closed network,

H(s) = 0, for all s.

Alternatively, wt(s) could have been obtained directly through

application of Masor's rule or the loop rule for open paths,

wt(s) = (path i) (1 + Z(- 1 )m (loops of order m not touching path i) )
( I + (-I)u (loops of order m) )

GERT utilizes node shapes to indicate logical relationships of

activities terminating and e.anating at a node. Three types of input node
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and two types of output nodes a-e considered. -'ig ,e 4 presents -s-mry

of the GER T node logic for input and output types of nodes. Also irnclded,

are the six possible combinations of input-output logic nodes utilized in

constructir3 GEP.T networks.

The discussion in this chapter was inended to present the basic

concepts pertaining to PERT and G&RT. GERT is a general netork evaluation

technique enco-.passing the principles of PERT and Flovgraphs. While asst=.p.-

tions are inherent in the solution of PERT networks, GET provides a flex-

ible analysis frarwork applicable to a wide range of problecrs. Addit:onal

treatment of the theory and applications may be foury in the GERT ocu-nent.

law Symbol Ch.rac r1s tic

INPUt EXCLUSIVE-OR I The realization of any branch leading into
the node causes the node to be- realized;
however, one and only one of the branc!hes
leading into this node can be realized at
a given tire.

INCLUSIVE-OR 1 The realization of any brann -Leadinzg into
the node causes the node to be realized.

AND The node will be realized only if all the
branches leading into the node are realized.

OUTPUT DETERMNISTIC C All branches emanating fron the node are
taken if the node is realized, i.e., all
branches emanating from this node have a p-
parameter equal to 1.

PROBABILISTIC C Exactly one branch emanating from -he node
is taken if the node is realized.

The six possible types of nodes are 0 j K > 0

FIGUIE 4

GERT NODE LOGIC



CAPTERx M

THE SIDIAiIONMODEL

The general c ncepts of MW~ pr-ovide a convenient basis for ana-ly-

sis of stochastic networks. For modest to large size networks oil com~plex

systems the ccmputational aspects involved in analyt-lcally deternining

the distribution of network realization times are imm~ense, The simulation

models or programs was designed to facilitate analysis of stochastic net-

works as defined in GMR, and allow as much freedom as possil le in depict -

Ing tietworks for analysis.

The purpose of this chapter is to present the construction andi

operation of the simulation model, deferring applications to a later chap-

ter.

The simaulation model can be separated into three distinct parts:

(1) Initialization, where the variables are initialized and input data is

processed, (2) network simulation, and (3) program output. Five Fortran

subprograms, in addition to the main programs are utilized to process

input data, assist in the network simulation and output resul~tant statis-

tics of the simulation trials.

Output from the program includes: (1) A criticality index on each

activity as the relative frequency an activity appears on the critical

path, (2) the mean and variance of ne-twork completion, and (3) analysis

of specified nodes, consisting of mean, variance, histogram of node real-

izationi times and probability of realizing the node. A Chi Square Goodness

of Fit Test may be applied to the distribution of node realization tin'es

and printed as output..
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This chapter is divided into four sectiois to facilitate discuss*on

of the model. The sections are: (1) rules for establishirg the network

model, (2) subprogra=s, (3) method of simulation, ard (4) input-output.

Method of presentation is discussion followed by flovdiagram and com-iuter

listing where applicable.

I. RULES FOR ESTABSISIMIG TIE ,1YORK YODEL

The following rules are necessary to establish restraints on the

network model so the computer program will function as intended.

1. There must be o.ne :-Iginating node for the network, Trmbdr

1, although one or more terminating nodes are allowed.

2. Node numbering must be increasing from beginning to end of the

network. The I and J node designations, or attributes, of an activity

will be numbered such that J > i in the general case.

3. Node numbers Diay consist of any three digit number, with the

exception of 099, which is reserved for input data control.

4. Feedback or looping of an activity to a prior point in the

network is indicated whenever the I and J node designations of an activity

are such that J< I.

5. One exclusive - or node must be placed in the feedback loop

when a one-activity feedback, or self-loop, condition exists, to preclude

the possibility of j = I as indicated below.

I P.



6. The maximum nuaber of activities and nodes is confined to 400

each.

II. SUBPROGRAMS

Five Fortran subprograms account for the greater part of data man-

ipulation and notably simplify the main program logic. They are Subroutine

EBAD, Subroutine SET(JS), Function DIST, Subroutine HIST, and Subroutine

CHI. This section will present the purpose, theory and discussion of each

of these subprograms. Flowdiagrams and computer listing will follow each

subprogram.

Subroutine BETAD

The purpose of Subroutine, BETAD is to convert the PERT a, m, and

b time estimates pertaining to each activity in the network into the para-

meters o< and X of the Beta probability distribution. The flow diagram

is given in Figure 5 and computer listing is found on page 19.

The standardized form of the Beta distribution was previously

given as,

f(x) :K(x) C lx) ¥ O<

K,o( , = constants > 0

S0 elsewhere

Equating expected value and variance of this distribution with the

standardized approximations based on the a, m and b time estimates gives

the following

E(x) + ( 1) / (o + S + 2)

a= 7+ m + b) /6) - a

b- a
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V(x) -- + 1) ( + 1 )/(c + 4+ 2)2 (0( + + 3)

= 1/36.

The modal value m, similarly transformed gives

r - (r-a) / (b-a)

Elimination of from the equation for r and V(x) results in a

cubic equation as gi'.ven below:

,3 + (6r 3 - 36r + 7r)<2 202rc - 24r 3 = 0

Given r = (m-a) /(b-a), the cubic in c{ is solved through the Newton

1 IRapheson iterative procedure for - unique value of 0 ( 1.

The fact that there is only one positive real root of the cubic

equation in q4 is established through application of Descartes's Rule of

Signs 2

Successive application of +I- Newton Rapheson equation,

Si+l = Ci - f( 0<i)!fI( o i)

results in a very close approxiination tm the actual value of c< sought.

The subroutine is designed such that the initial value of c', or o., is

1DO times the modal value, 100 * r. A maximum of 100 iterations is allowed

to achieve an accuracy of at least two decimal places, f( 1/100.

Comparison of calculated valuec- of oc and 6 with tabulated values

'Kaiser S. "unz, Nuerical Analvsis (New York: McGraw-Hill Book
Company, Inco, 1957), p.18 .

p. 11.
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IFTN 1.4 OATF 03/30/S6~ Ar 105425 PAUF NJ 1

-c
c START ITERATJiD'J Ail-i Scy)I' COFFICtENT

5 COkd.;'
GO TO(,749i

6 A(!):3',.

AC4)=C.

GO T 10
7 STn~a:y

A(2)=ST3QE

B=ALPHA

GO TO 10
8 F:X

13 A(1)3. 1l

XZA(1 )
N=;o
M=g4

GO Tol 5
9 C 3-mT T N iE

FP:X

I F ( 'ro. T - 21)14. 14D n

00 TO ~2
11 GAl,'%I-A:=-I PHA ( t.

RE T L1,FAL4

CALL IT
F'r



20

given by Hac Crirmon and Ryavec, 3 where V(x) = 1/36, indicates very

close agreement, as shown below.

BETAD REFERENCE

Mode Variance 3' __

i/4 1/36 1.22 3.66 1.21 3.63

1/3 1/36 1.82 3.64 1.82 3.64

1/2 1/36 3.00 3.00 3.00 3.00

Subroutine SET(JS)

Subroutine SET(JS) serves the purpose as master time file for

ordering activities filed in the array SETS (M, K) as they are released

and scheduled for completion in the network simulation cycle. Through

the ordering process, Subroutine SET(JS) maintains the system clock

pertaining to simulation of the network. The flow diagram is given in

Figure 6 and the computer listing on page 22 through 24

As each activity is released and scheduled in the simulation cycle,

it is filed in the array SETS (M, K), and Subroutine SET(l) is called.

The activities in SETS (M, K) are then ordered by a successor - prede-

cessor arrangement based on column KRANK (1), the column containing the

scheduled time of each activity. The three attributes of an acticity

stored in SETS (M, K) are the I and J node designations, and t , the

scheduled tim- of completion.

This subroutine also provides a marker, MLC (1), signifying the

3K. R. MacCrimmon and C. A. Ryavec, An Arai-tcal Study of the PERT
Assumptions, The RAND Corpc.iation, RN1-3408-PR, (Santa Monica) December,
1962), p. 44.

4 Don Deutsch and Philip Wolfe, "A Revision to GASP, A Simulation
Programming Language", (Unpu*Iishd tern. paper, IE 477g, Arizona State
University, May, 19'5).
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OUT= to this call and
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FTN 1.4 DT030/6AT 105623. PAGE N!O 1 F o1 SJ-10OUTIMJE 5FT(J-S) Vh

C0'4-19% STATS(lIlgO4)
Co'*,IN SETSC4O,5),1 SITSD:)ITKR.K!)Iv).NN(1),mLC(ih1'FA

C COovv
C NJ~r D!1FNS31 ALL SJr3'CRIPTED VAITAPLFS IV COX9MhJ 3LOCK: PLXJ:
C T'4- FL'LLAwJ.'A V4?JiALFS,
c M4UST IT1ALIZ: (JS)**hwIN?:(JS)=i IS FIFO,,IN(JS)=2 IS LIF3
C mujsr IvkITIfLfZ (RA'l;(Ji)

IFc I'ITS-1)27,?3,27
2A EOL = 71-77.

.WLF = 0999.
MX = ['i.1

DO I I:1,UI'
DO ?J 11!4

2 SETS(1.J) = n.0
-%ETS(1,'I'X)=1-

I SETS(1,*I') :1,+1

no 3 1< = ,1o
MLCM z 0

'IN rszr
OJT = nl~j
RET J R N

KST

IF (lTI~)451)
4 FA W*NA

9 PR~Tr 40
DO 25'K 1,1

CAL. IrT

I F (I ; ( r'C.JSI n.) 7
7 M0:4- ;:(J;~)

miF.(Js) ="-

17 S;-:T(:'cAIS))

11

1 .M S
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NO T 1.4 DATE 03/30/6~6 AT J 0 5 2 .3 PA .GE A3. 2

SETi(iiFA,MyA) =AE

A GO fn (14.17),41~T

1 8 S ~ ( F ~ y A 4FA

C K~ P LJ GO TCn 14
12 K'dT 1

IS LIF3 tILF) =

16 S'iT3(?ii7AjMXX) AiL=
NFF(JS) :Mr-A

26 S 2-TS(34 'r ME X

GO TO t4
6 IF (4IF X) 1)0,1.0,19

21 GO 1") (22,161#04IT
20 K14T 1

MP)ti : 2 4FEX

G4J MF;EX

22 K i T :2
24 SE S(iIFAs'i)(.()~ g

SETS(,v,#X) %"FA

5 OUT n f.fn
LC M ML (JXz
I F (LC") tpC.,31,.3n

31 PRI 4" 'i6,JS
Go r r

30 D3 ;2 1 t,19M

j T XT(L,

!F (YT-irLV '3,S4,3i

33 IF 31 - 4 t ~~3 i3

35, S F 1,JK , X)

37 SETS(L(,X)

PTJ~

* 3GO ST)(.~ : 7

3 A~ SFT

G) '/
3Q

,'J r: 7
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100 PI!NT 01.JS
101 Fo;AI(1H ,14H=X!T F-O" SEY .12,1H AT ST. 100)

G3 rO 9
40 F34MAT C//?443VELAP SET GIVEN OELOW/)
43 F3C AT (14,10f-11.4)

56 F3hiAT (/tqR1R SETsI4,9H IS EMPTY)
- rND

V_



3 25

row containing the activity bearing the lowest snheduled time and next

for exit, based on the scheduling rule FIFO. The marker KFA, or next

row for assignment, is also provided. Both marker variables are deter-

mined within Subroutines SET(l) through the successor-predecessor arrange-

ment mentioned above.

A more complete description on the operation and use of Subroutine

SET(JS) may be found in the referenced paper by Deutsch and Wolfe.

Function DIST

The function subprogram DIST is a prime part of the computer pro-

gram in that the variable DIST takes on a time value as a random variable

of the required probability function of an activity. The parameters of

the population distribution are defined -4ith each call of the subprogram.

The flow diagram of this subprogram is given as Figure 9 on page 29,

and the computer listing is on page 32.

A brief review of sampling theory and use of Monte Carlo methods

is offered to facilitate description of the probability distributions

available for use in the computer program.

Simulated sampling involves replacing the actual universe of

items by an assumed theoretical probability distribution, and then samp-

ling from this theoretical population through use of random numbers.

To draw an item at random from a universe described by the proba-

bility density f(x), one derives and plots the cumulative density

function F(x),

Y = F(x) = f(u) du

as described in Figure 7.
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Cy
entry vith random nurberi~~=7x

texit, with samiple x

MIORE?

EIAKPLE OF DRAWIG MN INDEPENDEN~r SAMPIE
FR%~ A CWWMOLT; DISTRIBUiTION FUNCTIONI, F(x)

A random numbe, havirZ equal likelihood of lying anywhere in the

interval (0, 1) is selected as the entry on the y axis and projected to

an intersection with tha curve y = FWx. The value x corresponding to

the point of intersection is determined to be the independent sample

value of x from the distribution.

With this background in mind, re ecito ftepoa

bility distributions available follows.

1. Negative Exponential. Distribution

=-0 elsewhere

F(X) = 9x/u X~u I o

-O0 elsewhere

x = DIST = -u * in (HAND (MN)

where RAND(RN) is a uniformly distributed random variable

and satisfies the relationships: 0 < RAND(RN) < 1, and

u is the mean of the exponential distribution.

2. Normal Distribution

f(z) 2 i 7Tf bxp (-.z 2 2)9



2?

*bere Z = (x - u) /0'. Using an approximation to the

norual 5 , random norm.al deviates can be obtained from,

Z = (-2 In(RAND(R ) ) )I cos ( 2 RAND(RN) ).

Thus z is a normally distri ted random variable with a mean

of 0 and standard deviation equal to 1. Using the trans-

formation,

DIST = x = 0 z - u, a normally distributed -.'ariablr with

a man of u and standard devi-stion of d is obtained. The

ratio of $/ u should be less than 1/3 to make the possibil-

ity of negative numbers small.

3. Discrete Rectangalar Distribution

The discrete rectangular distribution takes on integer values

between A and B with equal probability, thus;

DIST = INTF (A +(B - A)*PMJD(RN) ), where A and B are derived

from the relationships u = (A + B) / 2 and C2 = (B - A)2/12.

4. Constant

The time duration of the activity is defined as constant and

equal to the value x.

5. Beta Distribution

As described previously, the Beta distribution of the form,

y = f(x) K x* (1-x) r

a<x< b

=0 elsewhere

5Claude McMillan, and Richard F. Gonzalez, Syses Anals:.s,
(Homewood, Illinois: Richard D. Irrin, Inc.) p. 157.
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has, as its cumulative distribution, an indefinite in-

tegral. Tabulated values of the Incomplete Beta Function

for limited values of o<and Xmay be found in Harter. 6

The method utilized to draw independent samples from the Beta

probability distribution is the rejection technique described by Kahn?,

which differs from the sampling procedures utilized for the other proba-

bility distributions.

The basic procedure is as follows with reference to Figure 8 . A

point is chosen uniformly at random from the rectangle with base of length

b and height M. If the point falls below the graph of f(x), accept the

abscissa as in independent sample value of the distribution. If not,

reject it and try again.

r" Restating the procedure in step form, and again referring to the

graph in Figure 8.

1. Obtain two random numbers, R1 and R2.

2. IfR 1Zf(a+ bR 2 ) /M, letx = a + bR 2 .

3. If R1> f(a + b R2) / M, pick two new random numbers, R1 and

R2, and try again.

A programming aspect of this sampling procedure is noted in the

seemingly low efficiency of selecting sanples from 4 'e distribution.

Should the range b be very wide, and the value of M very small, the

6H. Leon Harter, New Tables of the Incomolete Gamma-Function Ratio

and of Percentage Points of the Chi-Square and Beta Distribution, Aerospace
Research Laboratories, Office of Aerospace Research, United States Air
Force (Washington: Government Printing Office, 1964), table 3.

7 Herman Kahn, Apol4catIons of Monte Cro, The RA:D Corporation,
A CU-3259, (Santa Monica, April, 195-), p. 10.
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probability of acceptance of the variable R2 as an independent sample

fro the probability distribution would indeed be small, since R is a

rando- -.umber, 0 R 4 1. Many repetitions of this rejection procedure

for eac.. acceptable sample could occur.

A significant improvement in the efficiency of sampling through

use of the rejection technique is realized by restricting the random

variable RI to the range 0 < < f(M), where M is the modal value of the

distribution. The rectangle Nxb shown in Figure 8 is then the actual

space we utilized.

Although the rejection technique could be utilized in sampling

from the other distributions described in this section, the riore direct

approximations utilized require much less time in computation and are

therefore utilized.

A sample network consisting of one activity defirnd by the PERT

time estimates, a, m, and b, of the Beta probability distribution was

simulated to test adequacy of the sampling procedure outlined above. The

GERT Simulation Program of this report was utilized in simulating the net-

work.

The test was to determine if symmetrical time estimates would pro-

duce a reasonable app.'oxtation to the normal distribution as.deteri,_d

by the Chi-Square Goodness of Fit Test. I

The hypothesis that the sanple. distribution is normally distributed

about its mean was not rejected at the 5% confidence level since the calcu-

lated X = 19-34 is much less than the critical level of X2 (.95,17) = 27.6.

Subroutine ET

Subroutine HIST ",1- the task of conoeu ' p, ti e ut
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FJNCTIj. DlisT(X#XI ,x?*XS.K4j

commn9N Rk"
COM40fN STATi(jeOfl.4)

D IS T =0 . 0

12 GO TO (1,2,S,4,5#,67o,91.1)e#

RETU:M~
2 R=14N" (PN)

DIST=V*S' R1F(X1 )+X
RET ii q

RET UDN
5 CON'rINIE

17 UF(Xi)4do1lq,1a

19 XT.JYOR**V(lD{oiE)*X

Y:QAN't)( )

20 nlIqr:X'T*(X4-xSi)
RET U r' %

21 DISIZX4
P E I U)l '

6 r, 0 TO 4
7 0i TO) 4
8 GO Tfl 4
9 GOJ Tn 4
I1 G3 T!f 1 4
4 Djq7=X
R ET Uo N



"1. 1

33

statistics into a standard histogram configuration of twenty cells. This

subroutine requires only identification of the storage array and number

of records contained in the array as input. This is a general purpose

subroutine with internal decision rules for setting,-up cell size and

location for the most convenient grouping of data and for output. Figure

10 contains the flow diagram of Subroutines HIST and the computer listing

is located on page 35.

The data array is reviewed to obtain expected time, variance, high

time, low time, and range. Based on these values, the histogram is set

up such that, if the range is less than 20, the first cell will be the

lowest data value truncated to an integer and cell increments will be of

size one. Should the range be greater than 20, the midpoint of the histo-

gram is the expected value, and cell increments will be in integer steps

of RANGE/20 + 2

Output statistics are expected time, variance, high time, low time,

range and histogram.

Subroutine CHI

Subroutine CHI is an auxiliary routine used to measure the dis-

crepancies or fit between the simulation output distributions and a theo-

retical probability distribution. Provision is made only for -comparison

of symmetrical distributions. Input data is required as described in a

later section of this chapter.

This subroutine is utilized only at the analysts discretion by

placing the subroutine call card as shcuniin the main program listing on

page 45,in the histogram output section follco.:ing th- CALL HIST statem'.ernt.

The subryoutIr-f. ;' d13: .

is on page 39.
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FTN 1,4 DATF Cj/3fl/66 AT 105,323 PAGE NO. 1

S~gOUTIkE ejISTCWIT.41M)

C0440ih STATS(lflUAl4)

D1 4 EV~S13k 41ST32tO)
DO 14 lI:,2(

14 HlSTG(I)=fl.o
BIG=m.9. fEAp
SMALL:Cj, fE5Ij
EXPT=0.0
VXP1:0.0

DO 20 Izt,..SI;4
XzSTITSC 19'.T)
EXPT=EXPT+x
VXPT=VYX'T+x aX

20) SNALL:v',.1(34ALL#X)
EXPTzEYPT/ .\S I m
VXPT=VXe'T/Y\SI '-r-XPr.EYPT
PRI14T 1.17,,;-: T
PRiNT iaPoVXDT

c
RAkMGFZI=vIG-SI-ALL

80 PRINJT 113
R ET LJ!,-,o

81 IFq~,-c8*iF
86 NS1ZF=:1

SI'ZE=1.o
NS'.,:F'1L1

GO TO P3
87 S17F.:RilPC/20.

89 tlIflP:F:PT

90NS*4'l~iqsZ

901 A SA AL L --WJ41

as no & sC'.

84 L=CX-A ,'ALL)/STU,, +.

P1 L- )T 2
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A measure of the discrepancies existing between observed and

expected frequencies is given by the X statistic where the data is grouped

into cells or events of the total sample population. For Large N, or

F*1 0. sample size, the sampling distribution 12 closely approximates the Chi

Square probability distribution. X2 is given as,

(O- e) 2 / ei, with k-3 degrees of freedom.

Each summation represents the observed, 0, and expected,

frequencies of occurrence within a cell, where there are k cells.

Expanding and simplifying the above expression where N 0 ej

gives the following expression:k 2j J

This subroutine requires the location of the data storage array,

the number of records contained in the array, and whether or not to read

input-data describing the theoretical probability density function.

The data in the storage array is reviewed for calculation of the

expected time and variance and then transformed through the normalizing

equation z = (x - E(x) ) / x . As the data is normalized, it is

placed in a 20 cell histogram with center, z = 0; variance, V (z) = 1;

and increments of 3/10. Therefore, the end cells of the histogram repre-

sent + 3d . The grouped histogram cells are utilized in calculating

the value of X2.

Otput of the subroutine includes the value of X2 calculated,

expected time, variance, and the normalized histogram of data.

Tests of Hypothesis may be made at the significance level desired,

with 17 degrees of freedom, based on the tabulated values of the Chi

Square probability density function.
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SURROUTINE CHI(NT#NSM*NN) 39
COMMON RN
COMMON STATS(10000#1)
DIMENSION 41ST(20)#UATA(20)
DO 2 1=1#20

2 HIST(I)=0.0
VARzO.fl
SUMaO.0
XCHIZO.0
DO 10 I:1,NSM
X:STATSC I NT)
SUN s U '4,X

10 VAD.:VAR+X*X
XN'SM=NS~4
ETIMF:SUM/XNSM
VAR=VAR/XNS1-ETIm4E*ETI'4E
SIG=SQRTF( VAR)
DO 20 I:1.!JSM
XxSTATSC I ,T)
ICOOE:1.o
ZztX-ETI1ME)/SIG
IF(Z)5,7#7

5 ICQDE:0,fl
7 N:ABSF(Z)*t0./3.+.

11 NgtC
12 LzN+10eIC0O2

IF(LvlC)8,,99

9 HIST(L)=HIST(L)+.
20 CONTINUE

IF(NN-1)22. 22. 41
22 DO 40 1=1*10

READ 66#DATACI)
DATA(21-1)=DATA(1)

40 CONTINUE
41 XCHI:0.O

J4 a 0
DO 601 f:1,20
XC41:CHISTCI).r*2)/V)IATA('4.I)*XNSM).XCHI

60 CONTINUE
XCI=IXCHI-XN SM
PRINT 6?.XCA4I
PRINT 70#FTIME
PRINT 7lvVAR
PRINT 69
PRINT 68#(L#L=1#20)
PRINT 77#('pviSTCL),L;1#20)
RETURN

66 FORv1AT(F6,.4)
67 FOPMATt/16C,414CH! SDIJARE VALUE FOR TIS DISTRIBUTION IS.F1o.4/1,
68 FORMAT(20 14)
69 F%0 R4T(j6X,46HHST0r;RAM OF NORMAL IZED flA7A, 7:1 AT 11 ON SCALE/!
70 FORMAT2X.17HEXPECT~f VALUE J5,FjC.4/)
71 F M4AT(26X,11.,VAR1A.-,C;T I5,x,Fjo .4/)
77 FORMAT(20F4,0)

998 CONT INtiE
-END
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Figure 12 cw-t.Aivi. an example of the .- broutine ou";puT*, hits .ogrd-a.

of data input representing the normal probability density function, an;

histogram of the normalized data.

111. MTHOD OF SIMULATION

This section will pertain primarily to the logic and procedures

utilized in simulating the network model. Input data requirements and

description of output is doferred to the following section, Input-Output.

The three parts of the simulation model, or program will be discussed

with reference to the subprograms previously mentioned. The flow diagrams

are given as Figures 13 through 15 and the computer listing of the main

program is found on pages 45 through 51.

All arrays, variables, and sums are initialized at the start of

the program. The random number seed, RN, and number of simulation trials

NSIM, are defined by the first network data card read into the program.

Should RN be zero the program Is terminated.

Activities specifying the network model and their attributes are

read into the program and stored in the array STORE(N, 1). Attributes

of each activity are I-J node designations, codes for the probability

density functions, parameters of the density function, and probability f

traversal given that the I node has been realized. Subroutine BETAD is

utilized to transform the PERT a, m, and b time estirates into parameters

-C and Yof the Beta probability function when required. As the activities

are read into the program the number of activities emanating from a speci-

fic node, NQ(I), is calculated.

Nodes and their logic relat .1 cola ar defined on the next input

cards and stored as values of the. v'riabe :z:zZ(J). The node nfoarm.at'on

is then printed as output.
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W CData input and i Call BETAI

IStart network siunL
ilon, Do ITS I*- tin..es

Interim initializa-
tion, TE(J) = .1

VI"= 0, NODE~ = 1
IHITS=1 Call Sy?(JS

JQ(I JQ= 1(()

Continue

Rlease e2n-aal tng
actvitesfro.-

start NODE =1

XX

lState,,erit 79

FIGURE2 13

FLO'.": D TAG PA C7 fT' TTi PPOGP



Statement 79 4

Determini ic

Sample from OiM is noSf probability of

t-TNOV + DISTiso

activity from Cl
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FTN 1.4 DATF 03~/393/66 AT 10582S PAGE F43. 1

CommnfN 4fp
CoXmmnh STATS(lt~oq14)

DIpEtISI0% Tr6(C9~).'FL.AG(4)q,~t4ST4

nDI?;~'~' i: oO)vT.101-'.3

C
C INITIALIZE ALL Al-RAYS A.-I SU!"'S

I CON!1INUE
P41N.T 114
PR1?NT 12nl

CALL RANrI(R;4)
VT jMFE: (.4
ETIt1Ezoj.n
J-4AX=0

DO 296 1=1,4no
DO 296 Jzi,g

296 ST1'AF(oJ)=.3
DO 249 Irt,6j3

JQ( j):.
Ng(J):O
MN00rhC 1)=0
NCRIIT(1)zo
DO 299 J1.l -

299 X(!,J):Q.3
C
C REA)1Jr !N\ J.AfA 1.N 1"ITIALI7&TICJ!
C
C RN JS PA' 03.1 4~JAIE: S -i. ANID NSI:*1 IS NUM'Er, OF TF IAL S!%'(LA1
C

RFAB 1nI,RN,%!Sh1

C PUT DATA 0" 'A
DO9 5n1 "=1,4[0

49 Nz't.1

4: S(II (

4 A.3 7 1 * S(I)G

44 Rn (A 4 1 - ~()/(4b U
CAI.L [I7 '(,(, AL.14A,~t~,
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FTtN 1.4 DATE 03/30/66 AT 105823 PAGE NO. 2

A(6)=A(31
AC 3) :ALP4A
A (4 3:G * MiA
GO TO 46

45 COWT I hIA-

A(7:j*.
46 t'(A(1)):Vl(A(1))41

no 555 1:1.8
555 STORE('I)=A(1)

50 COD omrF EC-R E:1 lR' IC-R E'

C

P EAD ') "~,iC~E INIR)ATI e4)

6PRINT 13i

PRIN~T 1.31

61 PRINT14

PR14T 13i1
66O) 67 .x ,6

D6 n) 67J Lli,6

NFLAf:(L)=n
28nl Nd4STeL)z,

C VILAG O)PNOTES THEI NOfj= 13ING ANALYSE'lls mAX~bJm!9, OF 4 NODES
READ 1T.(UA(I.Ii4

C
c rqItrIALl?E S'-T3
C

-N I T ~

CAI..L S::f(J3)

tl C T A K [I ! 7 4

DAJ 6~

* $OO ,,(Y):S' Dr, 0
MIA A:-
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FTN 1.4 DATE c'6/3r!/'56 AT 105323 PAGE N~O.3

INNA &A 1)11 I.a59)052

p52 h A:-- 4. A -I
DO 5B5 I.zt.iA

59 NA=NCOU4T.1
53 IF(X(NsA.j)lnaf)5',5,
55 NA:~h+

GO T'n 5.3
56 nO 57 LI.*R
57 X(ViA.L)zACL)
60 C0Jf)T I-C! 24

C CHEZK ;UFF7R A') 472(l) Fiol 4

1: 3 916 PRIN4T 114
PRIN~T 161

C STAIT TRIAL S141JLAT InN
DO 995 KK:iJS.i

C INITIAL-IZE TPIA.. SI:VJLArION
DO 991 1,6
TE( )-1.13

DO 75 K=1,'J

00 TO 1,,lD1I,)LL
11 JQ(L)=:1

GO TO 75

12 JI(L):j':J(L)*1
75 COMTI'4,1=

TNfl4:0.
ND 11 -:

C R;-LcASP *'jJ3)F' S'r~JI LL~A4A.J A.TIVITIES

79 XF'3'
Do 15i5 1,

c ni. 1AT 11rv tN T) Sf-TS

L L L'i J)
GO rn (~,,5~I3')tL

SJ:1

7 SFT I I~(,t



ILA
FIN 1. 4 DATE~ 03/30/56 AT "105823 PAGE NO. 4 FT

SETS(.iA*2:Xc.7&)V SETS(nrFAp3)zrN34+DISTXc43).X(K,4).XcK5),K6)Xcr.,7))
CALL SEiT(J5
GOTO) q3

8 C34TI1:4,j-=
153 COiMT1JE

DO 154 K:L,14

SET3(Fv)XK?

CALL SFT CJ.3)
154 CONJTINUE

GO TO 91)
155 CO~J INOJE

C
C UPDATE CLOC( ANOL i)RA4 NEXT EVENr
C

90 T49ASETS(LC(1),3)

I:SETS3(1LC.) s 2)

OUT:1,
CALL S'!Z'TJS)

192 IFCJ"(J)-1)91#92,93
95 nlo 9 !Jjx.,,4

496 IF'VUJ-I)97s94#)I

97 L L:'," -F) V4 1J

15 JI2NIJ)zt
GO3 TO Qd3

GO TO 91
92 N*P~j(J)%[
91 JJ(J):in

1qPRINT 14%) h

*G 0T1 I
320 C:PI-T I W'iE

VT I 4:="T p.!': r(J) Tr: (J)

1" 1-) -I,)' )~ -4 2



FTN 1,4 DATE 05/Sfl/66 AT 105423 PAGE .43. 5
222 C04'80ANiJ

c
C'ESTABLISH Cil!TICAL EEW
C.

NN:J

XL=L
DO 235 iA-1.1M

N0 CO 0 I ZN9E1~(

20 F(L-11256,236,2a0,o.0

206 CO'iTIWa'J:
IF(MLCfJS) :M9,995v9f!5

905 INITS=:i
CALL S'PT (JS)

995 COrJTtNJE
C
C CALC.JLATF STMdSTICS
C

P41r4T 1fB.VTI4;

C
C C41TICIL! UY CAI.CILATIO'JS

PRINT lln

00 V9 1!21J4

CC H'Tv)GmjA' TA.CJA ( I I

PRI[AT 1.s~(Ij)X(q.#

P11,jr 1314

PN'4T 13,T

421 4'2J 1 41*

420 N~r!NJ
P61) 131
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FTtE 1,4 DATE 03/30/56 AT 105123 PAGE NO. 6
87 C04rP4JZ

W.5 / SCALL EVIT
101 Fo~iATcF=..3# 14)

1102 r04lrf(4F3.4*F5.0)
~1103 FDq44r(5Flo.)

106 F344Ar(2114)
108 F0RHAT(2SX._741EVECTZ. TiIE LAST EVENT IS#F1O.4/)
109 F' HJT(25X.274 AqIAa*lE T1IME LASr EVZ'JT JSsr13.4/)
110 F0'RlAT(/31Xl7CIT1CALITY INDEX./3J~s4H 1*4H JOiHN CR

S lil FO4lAT(3l%.274.0oFIO,2)
112 FO RMT(27x,214*4I1Svl3G4A DA.~ IODE.14oIH**/)

115 F344MT/2014)
120 F3I'1Ar (/27X.25t*G3lT NCTAiK SIFULAT1ON*//)
126 F~'qMAT(2r.,jo.30F50.)
127 FORIATC2413)

129 FDq-M4T(IAX,4.;T?'E.2X.l213,1H')
130 FO lATC34X,124.1'lPUT r)ArA*)
131 F341ATd//)
132 F0441AT(2a%,27.'4'J43=' r~ 400J3Ii REALI7ATIONS.11O)
133 FVO 4T(/.2Al.(. RA41LfTY OF 4EAt.!ZATIflN IS.F1j).4/)
999 F3?'AT0F10.4)

pENf
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A maxim of four nodes may be flagged for analysis during the

simulation of the network by including them on the next data input card.

These node numbers are retained as values of the variable NFLAG(IH).

A buffer array, X(M, K), is utilized as the permanent storage area

of the activities and their attributes, which are transformed and ordered

by I node designations from the array STORE (N, I). The contents of

*X (, K) are then printed as output.

The basic procedure in simulating the network is one of working

through the network from node to node, releasing activities and schedu-

ling them in the master time file SETS(J, K), and recalling the activities

from SETS(J, K) as they have been completed.

The actual simulation of a network can be more easily explained

by tracing through a simulation cycle.

(Irv( Each cycle begins with initialization of TE(I), time node I is

released; TNOW, current time of system; and JQ(J), required number of

activities terminating at a node necessary for realization of the node.

JQ(J), for all nodes, is set equal to 1 for Exclusive-or and Inclusive-

or type nodes, and> 1 for AND typs. nodes. The start node is then real-

ised by setting NODE = i, the first node of the network.

As each NODE is realized, control is transferred to statement

79, which causes the emanating activities to be released and scheduled.

Should the output node types be deterministic, all activities emanating

from that node are scheduled and placed in the master time file SETS(I, K)

with scheduled time equal to iNOW + DIST. As previously mentioned,

the variable DIST takes on a time value as a random variable of the prob-

(ability function for each activity released.
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3bolA the output node type be probabilistic, a random number is

pnerated and used as a reference in determining which activity of the

activities emanating from the node should be scheduled. Onl7 one activ-

ity is scheduled with time equal to TNOW.+ DIST; the others are dropped.

Each act of placing an activity in SETS is accompanied by a call

of Subrotrtine SET(l), which causes ordering of the activities in. sets

through a marker arrangement s previously mentioned.

After the appropriate number of activities have been released and

filed in SETS(I, K), control is advanced to statement 90, which causes

the next event to occur. The activity filed in SETS(I, K) marked for

next exit by ML(l) is drawn from SETS(I, K) and the system time, TNOW,

is updated. TNOW is set equal to the scheduled time of completion of that

Activity.

A comparison of the I and J attributes of the completed activity

is made to see if a feedback condition exists, where J < I. If not, then

JQ(J), number of completed activities required node J, is investigated.

If JQJ) > 1, then JQ(J) = JQ(J)-I, which means more activities have yet

to be completed before node J can be realized. Control is returned to

statement 90 for next release of a scheduled activity from SETS(I, K).

If JQ(J) = 1, node J is released and the time of release, TE(J),

is set to TNOW. Precedence for criticality measurement is established

by setting NRED(J) = .

The variable NQ(J), or number of activities emanating from node

J, is investigated to determine if an exit node has been realized. If

NQ(J)> 0, control is transferred to statement 79 with NODE = J for

release of node J as descr'LAi abv. wen %(J) = 0, the n "rk has

been completed since J was a tertninating node, and statistI.cs ar - ,4jAG



Control is returned to the beginning of the simulation phase for

another network simulation. This process continuqs until the required
imber of simulation trials, RSJX, has been attained. Final output at.-

tistics are then computed and printed.

Intentionally omitted from the preceding discussion is the special

case of feedback, where J < I for a completed activity. Feedback returns

network control to a node previously realized in the network. A meaning-

less situation could exist since scheduled activities positioned between

nodes I and'J may not have been completed ard are still in the master

tife file. The network of nodes and activities comprising a rfeedback

loop is depicted in Figure 16.

FIGURE 16
FEEDBACK NETWORK

Nodes 4, 5, and 6 define the feedback loop, and the node numbering

is such that J< NIJ < I. NIJ represents the nodes positioned within the

loop.

Another situation that could exist stems from the fact that each

JQ(J) within the faedback loop has been set to zero as the nodes were

released. This programming aspect is corrected by re-establishing JQ(J)

for each node IrIJ and I within the feedback loop, J < NIJ < I. Thus,

recycling is permitted for this feedback portion of the network.

Caution is aevised in designing the network model to eliminate

undestrahle feedback situations. For example, consider the network shown

in Figure 17 consisting of one feadback loop ' ct
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from a node within the loop to the external network.

FIGURE 17

WE LOOP NETWORK

As the network is constructed, the first realization of node 6

would release activities 6, 8 and 6, 10. The network beyond node 10

would then be activated. Additional realizations of node 10 by repeated

looping among nodes 4, 6, 8, 4 could not cause another release of node

10 since JQ(lO) = 0 after the first realization. However, should the

analyst desire to halt realization of the external network beyond node

10 until activity 8, 14. is released, a restraining activity 14, 15 could

be constructed. Node 10 can have only one terminating activity for this

scheme to work properly.

Consider a more complex network than'that discussed above where a

second feedback loop is compounding the effects of the first. The network

is shown in Figure 18.

FIGURE 18
TWO LOOP 2ENtORK



Since JQ(K), for J < K < I is reset by the program in a feedback

loop,.repeated looping from nodes 4, 6, 8, 4 will not cause more than nne

release of node 10 due to this loop alone. Howver, should activity 10, 2

be released, feedback looping would occur in both loops. Restraining

activity 15, 16, inserted by the analyst would prevent the possibility of

repeated releases from node 8 tqi4he external network, since each real-

isation of the loop 10, 2, 4, 6, 10 would cause node 8 to be realized.

IV. INPUT-OUTPUT .

An important attribute of the computer program is mimimization of

user-time in preparation of input data for the simulation program. This

section describes the input data cards for computer processing of input

data and program output. A sample listing of input data and output is

provided for reference on pages 57 through 60.

Only one input card per activity is required containing I-J node

designations, parameters or time-estimates describing the probability

density function, code for the density function, and probability of

acceptance should the I node be realized.

Codes for the probability density functions and input parameters

or time estimates are listed as follows.

Density Function Code Parameters or Estimates

Exponential 1 u

Normal 2 u a 2

Rectangular Discrete 3 u 2

Constant 4 T

Beta 5 a m b



S 1lo2 00 1.00 4

2 3 3.00 1.00 4

p 4 2.00 1.00 4
______ ~ ~ sk _ i 955 . 0 . 10 0 4_____

3 4 3900 1 00 4
6~~~I IL- ... ' 0~ .. ..

4 6 4,00 1 . 0 . 4

_____ 21.00- 1.04 ___

99
1 5 2 15 I 5 4 5 5 5 6 5 7 5 8 5 9 5 10 5
99

4,-- ..... 1.00. _ _. .........
1 3 1400 1.00 2
2 37 3,00 1.00 2
2 4 2"600 1000 2
__2- .3-& 0- ---1O00 _ _ P.
3 4 3,00 1,00 2

A 5 1,0 ____

4 6 4,00 1.00 2
5 6 2,00 1.00 2

99
1 5 2 5 3 5 4 5 5 5 6 5 7 5 8 5 9 5 10 5

99
4 6

004771000
2 _ 4 1.0

5 2 . ... . ... .. . ."4 . . ...... 5 . .. .. ... ... . .
2 5 2 . 3--*~-~-

2 73 4 4 .
3 5 2s 4 .3
3 6 4- 3 _ _

99
4 5 A7

SAM4PLEINP .UT. DATA_ . ... . . . . .. . .
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.GER NLTtmOK SIMULATION*

t4771G000
*INPUT DATA*

*4ODE 1 2 3 4 5 6 7 -0 -0- -0 -0
*TYPE 5 2 2 5 2 2 2 -0 -0 -0 -0 -0

1,00 2.00 -0.00 -0.00 4.00 1.00 1.00 1.00
2,ou 3.'00 2.00 -C0.0 4.P0 1.00 1.00 0,20
2,00 5.00 2.00 -0.00 4.PO 1.00 1.00 0.50
2.00 7.00 2.00 -0,00 4.00 1.00 1.00 0.30
3.00 4.O -0,oo -0.00 4.00 1,00 1.00 0 10
3.00 5.00 2.00 -0100 4.00 1.00 1.00 0.302
3,00 6.pO -0.00 -0,00 4.00 1.00 1.00 0.30
3.00 7.Q0 2.00 -C.'O 4.00 1.00 1.00 0.30
4,00 3.00 1.QO -0.00 4.00 1,00 1.00 1.09

9
EX*EcE:' TIi= LAST EVEnr IS 2,203n1

VARIANCE TI1= LAST EVENT IS 0.5972

CITiCALITY !\UEX
I J C IT

1 2 1.00

2 3 0-2t
2 5 0.48
2 7 0.31
3 4 0O0
4 5 0.08

60.08
3 7 0,05
4 3 0.04

&S
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*HISTODG;?j DATA, NODE 4*

NU941S OF NODE REALIZATIONS 29

PRORABILITY OF REALIZATIOA IS 0.0290

EXPECTEO TIAE OF CDMPLETION THIS NODE IS 2.2759

VARIANCE TIME OF COMPLETION THIS NODE I5 0.4067'0 .
S2  3 4 5 6 7 8 9 10 11 12 13 14 1516 17 18 19 202

0
023 5 0 1 0 0 0 0. 0 0 0 0 0 0 0 0 0 0 0

;o dIG SMN A LL. qAI,7
5.000 2.000 3.000

*HISTOGRAM DATA, NODE 5*

NUMBER 3r NOOE qFALI/ATIO'4S 563

PROBASILITY OF REALIZATIO4 IS 0.5A30

EXPECIED TI]IE OF CDMPLETIO THIS NODE IS 2.3321

VARIA\CE TIME OF COMPLETIJN T4IS NODE IS 0,7014

4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 2

80 0 69 9 4 0 1 0 0 .0 0 0 0 0 0 0 0 0 0
BIG SMALL RA,
8,000 2.0n00 6.0o0

]I
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*NISTOiRAM DATA. NODE 6*

NUBE4 OF NODE REALIZATIONS 80

PROBA 3LITY.OF REALIZT04 IS 0.0600

EXPECTED TIME OF COMPLETIJ4 Ti1S NODE'IS 2.1125

VARIACE TIAE OF COMPLETI4 THIS NODE IS 0,09913

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

71 9 0 0 0 0 0 0 0 0 0 0 o 0 0 0 0
BIG SMALL R3
1,000 2.O00 1.000

*4ISrOGRAM OAT%@ N13DE 7*

NU'OEI Or NODE RFALI7ATIOS 357

P4OBA3ILITY nF REALIZATIO,4 IS 0.3579

EXPECTa TIlE OF CO1PLETI-.T TAIS NODE IS 2,2717

VARIANCE rLME OF C3MPLETIJN TIRS NOD= IS 0.5340

2 3 4 5 6 7 3 9 10 11, 12 13 14 15 16 17 18 19 20

312 0 39 5 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

BIG SIALL E
6,000 2,000 4.90o
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Time estimates a, a, and b for the Beta Distribution are converted

at input time through SUBROUTINE BETAD into parameters o and r of the

Beta probability density function.

The data input cards for each activity are punched in F1RMT

(215, 2F10.2, 3F5.0), in the following sequence for distribution codes

2
I J u Code

and in the following sequence for distribution code 5

I J a n Code b.

GEMT logic node types and codes are given below.
rL

INPUT OJTPUT COCE

Inclusive-or deterministic 1

probabilistic 2

Exclusfve-or deterministic 3
probabilistic 4

AND deterministic 5
probabilistic 6

Each network node from node 1 to the end nodes is defined with

its respective node type by input to the program in FORMAT (243) as

indicated below.

Node Type Node Type Nod6 Type

1 5 2 5 3

As many data cards are utilized as necessary to input the nodes

and types.

Nodes that are to be analyzedca'sing a c.r ore nt out of

statistics gathered, are denoted as ,. LA .. r.,

I
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The data dock, along with the necessary control cards are listed

below:
-- Card "Co!-m

1234567 89 10 1112

004771000 Random number seed ad NSIM

I Activity cards, one per activity

099 End of activity list

0 00 1 005002 0 0 5 Node mbers and types, 12 sets

*. per data card

099 End of node list

0 0 0 6 0 0 0 7 Nodes to be analyzed

As many networks may be analyzed as desired in one compater run by

providing the sequence of data cards described above for each network.

The network sets of dita cards are stacked one on the other with a blank

card placed at the end of the last network to signify end of program data.

Should the Chi quare Goodness of Fit Test be required; ten input

cards, each containng the expected cell block size obtained from the

tabulated probability distribution function utilized, is entered in

FORMAT (F6.4). The computer program is designed for symmetrical distri-

butions, so the ten equally spaced cells would represent the area under

the density function from the meari to one tail.

Ccputdr output is divided into five sections: (1) input data,

(2) expected and variance of retx-rk -n : tine, critical-Y

I. ., ( ) "- .;,.
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idex, ( ). node statistics, and if required (5) chi square test results.

Discussion follows based on this division.

An echo check of the random number seed, and number of simulation

triasprecedes a complete print out of the activities and their respec-

tive attributes. Each activity contained in the buffer storage array

is printed in the form utilized during simulation, as follows for dis-

tribution codes 1-4.

I. J u d 2 code - -

For activities distribution code 5, the following is printed out.

I j op I code a b pi

The next section provides the expected and variance of network

completion time regardless of the number of end nodes.

A criticality index follows for all activities in the network as

the relative frequency of occurrence of an activity on the critical path

of the network. Activities possessing the I > J feedback characteristic

will have recorded, not criticality, but total number of times realized

divided by number of simulation trials since many .alizations of a loop

may occur during each simulation trial.

For each node flagged at input for analysis, the output will con-

sist of, number of realizations, probability of realization, man and

variance of realization time, histogram of these times, high time, low

time, and range.

The Chi Square Goodness of Fit Test is printed out only when

Subroutine CHI is utilized and theoretical distribution input provided.

The calculated chi square value, mean and variance of the sample dis-

tribution, and historrari of the n1r-: !5,i i~stribt- . ,, z-vi1:1.

m m m mm m m mI



CHAPTER IV

tAPPLICATIONS OF THE SIMULIATION MODEL

The purpose of this chapter is to present several applications

of GERT network analysis through use of the GERT Simulation Program.

Several exmple problems have been chosen to demonstrate genral appli-

cability of the computer program to various type networks.

Three sample probabilistic networks are simulated and the results

compared with analytical solutions such as from the GERT computer program

described by Pritsker. The aim is not to perform a detailed analysis of

the individual networks; moreover, to indicate the approach to problem

solution with the GERT Simulation Program and to provide a measure of the

validity of simulated results.

(_ One other network, consisting of AND nodes, is considered to in-

vestigate assumptions developed in the literature on PERT networks. The

resultant distributions are analyzed using normally distributed and beta

distributed activity times. The Chi Square Goodness of Fit Test is

applied to test the hypothesis of normally distributed network realiz-

ation times.

I. PROBABILISTIC NETWORKS

The first network depicts an analysis of a Research and Develop-

'A. Alan B. Pritsker, GERT: Graphical Evaluation and Review
Technique, The PXi'D Corporation, RI-4973-UASA (Santa Monica, April, 1966),

IL Appendix A.
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ment project given in a recent article by Graham, and discussed in rela-

tion to GERT, by Pritsker. 3 The network is constructed in Figure 19

For each branch or activity of the network, the probability that the

branch is realized given the preceding node is realized is depicted by

pis and the constant time associated with activity k is depicted by tk.

Note that there are two terminatipg nodes of this network; success, s;

and failure, f.

The criticality index of the relative frequency an activity con-

tributed to network realization, is presented in Table I. The ability

of the simulation model to select activities emanating from a probabil-

istic output node can be checked by comparing the probabilities associated

with activities 1-2 and 1-6, also activities 6-9 and 6-8, in Figure 19

with the criticality index of the activities in Table I. Activities 1-2

and 1-6 were defined with probabilities of 0.? and 0.3 which compare

favorable with simulated criticality of 0.68 and 0.32, respectively.

Similarily, activities 6-6 and 6-9 defined with probabilities of (.3)(.5)

each compare with simulated criticality of 0.17 and 0.16. The slight

difference in each case can easily be attributed to sampling error.

-Pearson Graham, "Profit Probability Analysis of Research and
Development Expenditures", The Journal of Industrial Engineering, Vol.
XVI, Na. 3, May June 1965, pp. 186-191.

3Pritsker, Cit., p. 57.
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TABLE I

SMUTED CRITICALITY INDEX ON ACTMVITIES IN
THE RESEARCH AND DEVELOPMENT PROIEM

Activity I J CRITICALITY

1 2 0.68
1 6 0.32
2 3 0.18
2 4 0.15
2 5 o.24
2 7 01
3 12 P0.18

12 0.15
5 12 0.24
6 8 0.17
6 9 0.16
7 17 0.10
8 10 C'09
8 11 0.07
9 17 o.16

10 17 0.09
n 16 0.07
12 13 0.57

.13 14 O.40
13 15 0.17
14 16 o.4o
15 17 0.17

Node analysis was conducted on nodes 16 and 17 for probability of

realizition and resultant distribution of realization times. A test of

proportions using the normal approximation is utilized to test the hy-

pothesis that the simulated probability of realization is equal to the

analytical probability, at the 5 per cent level of significance, for

each possible time of realization.

The test statistic is, Z = (X - Np)/ [1-N-, where Z is the

standardized variable, X is the simulated frequency of successes, p is

the analytic proportion of successes, q is the proportion of failures,

I
I

I
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q=l-p, and N is the sample size. A two sided test is applied with a

critical region, -.1.96 < Z < 1.96. Results of the node analysis are as

depicted in Table II where the Z score is given for each pair of simulated

and analytical frequencies at the discrete time intervals.

TABE II

RESULTS OF NODE ANALYSIS ON
RESEARCH AND DEVELOPMENT PROBIEM

Node Time of Simulation Analytical Z Statistic
Realization Frequency Frequency

11.o 74.o 6o.o .904
16

16.o 398.o 411.6 -.875

6.o 158.o 150.0 .710

17 10.0 i04.0 112.0 -.805

11.0 91.0 90.0 .111

16.o 175.0 176.o .116

The test of proportions uti1i.ed indicates there is no reason to

reject the hypothesis that the simulated and analytic results are equal,

as all Z scores are well within the critical region.

The second network considered for simulation is the Thief of

Bagdad abstracted from Parzen4 and analyzed in GERT 5 . The problem

concerns a thief in a dungeon faced with the selection of three doors

4Emanuel Parzen, Stochastic Processes, (San Francisco: Holden-

Day, Inc., 1962), p. 50.

'Pritsker, op. 2_t., p. 45.
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leading to; (1) freedom; (2) a long tunnel returning to the dungeon;

and (3) a short tunnel r.turning to the dungeon. Experience has no

effect on selection given he makes an incorrect choice and returns to

the dungeon. The network is depicted in Figure 20 with constant activity

time assignments, t, and probability of selection, p.

FIGURE 20

GERT iWORK FOR THE THIEF OF BAGDAD PROBLEM

This network was chosen because the feedback loops, one par/allel to

the other, would provide a challenge to the computer program.

The expected value of node 5, u5 , for the 1000 simulated trials

was 3.057 with variance equal to 17.684. The criticality index of .76

for activity 3-2 and .77 for activit 4-2 iydicates equal probability of

selection. The histogram of realization times for node 5 is showni in

Figure 21.
6

The expected time to realize node 5 can be determined by,

E(t5) t12 + t25 + I/P25 ( P24t24 + P23t23 )

= + 0 + .L( .9 + .3) =30

6Ibid.
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A favorable comparison is noted between analytical and simulated

values for expected tim of realization, node 5, of 3.0 and 3.057.

A test of proportions is utilized to further check the accuracy

of the simulation results for probability of realizing node 5 in less

than 2 tihe units is

p = p(t <2) = p(t=0) + p(t=1) = . + (.).3) .52

hA defined for the previous network, the test statistic is

Z= (Z -Np)/ VI . Application of the test to the simulated results

of .513 and analytical results of .52 for p(t5< 2) at the 5 per cent

level of significance results in the conclusion of no difference Jr the

two procedures for this time interval.

The bomber-interceptor problem is chosen as the third example of

networks containing probabilistic type nodes. An interceptor may kill

or b Ied on the first pass at the bember or it may miss and make

anotEe. pass at the bomber, again facing the chance of killing, be killed,

or missing. Successive passes are allowed with the chance of ission abort

after each p.ss. The network is depicted in Figure 22 with probabilities,

p, of activity realization and constant times associated with sach activity.

Note that a small feedback loop represents the successive passes of the

interceptor.

The criticality index for each activity in the network is presen-

ted in Table III. Comparisorn with the probabilities as given in the

network indicate only slight differences attributed to sampling error.

The criticality index for actfvity 4-3 represents total number of real-
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Successive passems mc

Mision Abort

terc, ntor

FIGURE 22
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isatons over the I000 sim ation trials, and is used as a smuation

diapostIk nd uwt a masure of criticalness.

TAE III

HDWAM cRITCALT77 I=l 7M

Activity I J -CERTICALTff

1 2 1.00
2 3 0.2
2 5 0.48

-2 7 0.31
3 40.00
3 5 0.08
3 6 0.08
3 7 0.05

3 0.014

Node Analysis was conducted on nodes 5, 6, and 7, for probability

of realization and distribution of realization time. Results of the net-

work sImulation as contrasted with those obtained through application of

the analytic GEMT computer program are. sumarized in Table IV. A test of

proportions, based on the normal approximation and Z test statistic pre-

viously utilized, is applied to the probability of realization obtainsd
S

for each node.* The number of simulation trials was 1000.

U+
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I TABIE IV

UULTS OF SMU AMAYSIS ON B(MBE INThPC RI PRC3L=
I PROMBAII3T1iA AND ZPCE TRZ OF ffALZATION

Pxobability of Realization Lpected Tim

Nodes Simlated Analytical Sinalated Analytical Z Score

5 .563 .367 2.332 2.28 ..o.l9

6• .o8o .067 2.12 2.11 1.64

7 .357 .367 2.272 2.38 o.65

There is no reason to reject the hypothesis of equality of simu-

lated and analytical probabilities of realization at the 5 per cent

confidence level. Although the Z score for node 6 is high, it falls

within the acceptable confidence limits of" Z = t 1.96.

The histograms for time of realization of nodes 5, 6, and 7 Aire

given in Figure 23 . While a complete cell by cell comparison of expected

versus observed histogram cell size, utilizing the X2 statistic, would

provide the strongest test of the accuracy of the simulation results,

it is felt that comparison on Lne cell from each histogram would provide

sufficient information. The test of proportions is applied to the time '

of realization t <. 3 for each node and is shown in Table V.

I
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TABE V

AU SIOF TM OF RUZATII (t 3)
9M AMD 7 OF TE BM I R W TCE PROBW(

Node Simlatd Analtical Z Score

-5 .A8 .50 -1.26

6 .071 .06 1.46

*7 .312 .30 .83

Th test of the sample. time values for all three nodes indicates

no slignficance at the 5 per cent confidence level. However, the high

$core for nodes 5 and 6 indicate more simulations of the network are

acmOss~ry to establish wore accurate results.

fl. JETREISTIC NETORKS

The network chosen to exhibit solution of deterministic GERT

retworks, consisting of al AND nodes, also serves a dual purpose of

investigating PERT networks and related theory. The network is depicted

in Figure 24 with activity duration times given as the PERT a, m, and b,

time estimates. Also included above each time estimate in the network

diagram is the mean and variance calculated from the PERT approximation

formulas:

ux : E(x) = (a + 4m + b)/6

VAR(x) = (b - a)2 /36

This network was simulated using each of two probability distri-

butions, Beta and Normal, and in two configurations or forms. Form 1

contains the network and activlt~es - -'-; s y a.oder ar.d P'11ips and
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I- presented in Figure 20 Form 2 is a modified form 1 network with the

time estimates for 3 activities lengthened to establish one doeinant

critical path through the network. These activities are also noted on

the network diagram. The major part of this discussion will pertain to

the network referred to as form 1.

Although the approximation formla for activity mean dd variance

were derived from the Beta distribution, PERT solutions usually consider

activity duration to be normally distributed, as well as project duration.

Simulation of this network (form 1) was accomplished using both Normal and

Beta distributions for 1000 trials.

Bistograms of the resultant distributions for the two simulation

runs are given in Figures 25 and 26. The Chi Square Goodness of Fit

g Test was applied comparing the simulated resultant distribution with the

tabulated Normal Density Function. The results were so inconclusive,

that another simulation using the Beta distribution was accomplished for

99 trial simulations. A histogram of the resultant distribution of

network duration for the 9999 simulation trials is given in Figuz "7.

7 Joseph J. Hoder and Cecil R. Phillips, Project Management With
CPH a PERT (New York: Reinhold Publishing Company), p. 212.

t9



I- 'E

7- :7--



- +- 7 .

lht

-A 25.-

04* -- - - - - - -

'Cat- 
- - 1-.

*~~ - Ea-

-:7:7-i

*1H

f'I.-



!:7

tit

L,
17-f -

tt"

tttt

HE

;=t --:c:± ttz.

=zi HE ;m

HE
-L+r ir

zttl, t=. EF-L T EE EEL7LL7-

-1

E= tE -=t
-6 4-

4. r

E

00 tttz

00

Tat ETE

liff
7Zt

00

6L+-L

.r--r

ztt

=1 7=

0 Q

.:7z

rl

17--r-7 -4 1 "L- i 21-, -T L..:7 SLIMP-1 L



8Z

TABLE VI

RESULTS OF THE SIMULATION
OF THE PERT N-ETWORK

Network Form 1 Form 2

Distribution Beta Beta Normal Beta Normal

Nuaber of Trials 1000 9999 1000 1000 lOO

Mean 49.6036 49.6248 49.5002 58.6316 58.9318

Variance 9.8428 10.2629 7.9085 11.6842 9.8154

I2 Value 92.3920 1435.6596 25.1858 114.8033 14.9355

While the expjz:ted values (form I network) are all es.3entially

the same, the variances show a slight increase from Normal to Beta

.distributions for 1000 trials to the Beta 9999 trials. The X2 values

for bcth simulation runs of the form 1 network with the Beta distribution

are highly significant indicating that normality of networks containing

Beta d'stributed activities could not be assumed. However, the X2 value

for the simulation using normally distributed activity times indicates

acceptance of the resultant distributions as normal, since

25.1858 < . 9 5 1 7  = 27.587

The form 2 network was simulated to determine if a network with

one dominant critical path would improve upon the results of the pre-

ceding paragraph. Three activities were lengthened. The results of the

1000 simulation trials utilizing the Beta and Normal distributions are

2
also given in Table VI. While the X value for the Beta distributed

form 2 network increased to a value more highly significant than that of

the for- I retwork, for 1000 tri-1s , O:iI,.._ tK_ . "'
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improved, as indicated by a decreased in the value of X2

The criticality 5ndex for all simulation runs of the PERT network

(forms 1 and 2) is given in Table VII, indicating the relative importance

of the activities within the network contributing to network realization.

There are two major critical paths with several activities in comon

contributing to network realization for the form 1 network.

Comparison, of the information given by the criticality index and

resultant distributions of network realizations, reveals that both forms

of the network containing Beta distributed activity tim-3s produce multi--

modal network distributions. The resultant distribution of the firm 1

network, where there is more than one critical path with activities in

common, more closely approaches normality than the resultant distribution

of the form 2 network, where only one critical path is present.

Another factor of importance concerns use of the PERT assumptions

in determining network completion time defined as the sum of expected

activity durations on the critical path of the network. The critical

path is the path of max.imum sum of expected activity durations in the

network from origin to terminal nodes. Based on this assumption, the

expected time of the form 1 network is 47.65 and variance is 10.9.

Comparison, with the simulated results, indicates the PERT estimate is

optimistic, consistent with the statement made by Fulkerson that PERT

produces optimistic estimates, such that the estimate is greater than the

expected value.
8

Howaver, the PERT assumption of normally distributed network real-

D. R. Fulkers-Dn, . Cr". !'
-

o
- -.. ....

The Rand Corporation, PM-3075-MPF, Santa .onica, iLa'.u, i p. A.



TABIE VIIr
CRITIC ALIT INDEX FOR AL

SDIUAITIOR. RUMIS OF TE PMT 2-1NULRK ANALYSIS

Cri ticality

Activity Form 1 Network Form 2 Network

I J Beta Bet-* N'cnl - Beta Normal

1 2 0.00 0.00 0.00 0.00 0.00
1 3 0.52 0.51 0.53 0.81 o.84
1 4 0.48 0.49 0.46 0.19 0.16
1 5 0.00 0.00 0.00 0.00 0.00
2 9 0.00 0.00 0.00 0.00 0.00
3 8 0.52 0.51 0.53 0.81 o.84
4 7 o.48 o.49 o.46 0.19 o.16
5 6 o.oo 0.00 0.00 0.00 0.00
6 n o.oc 0.00 0.00 0.00 0.00
7 10 0.48 0.49 o.46 0.19 o.16
8 10 0.52 0.51 0.53 0.81 0.84
9 15 0.00 0.00 0.00 0.00 0.00

10 11 0.65 0.63 C.72 1.00 1.00
10 15 0.35 o. 0.28 0.00 0.00
11 12 0.65 0.63 0.72 1.00 1.00

1" 12 13 0.65 0.63 0.72 1.00 1.00
13 14 o.65 0.63 0.72 1.00 1.00
14 25 0.65 0.63 0.72 1.00 1.00
15 18 0.26 0.27 0.21 0.00 0.00
15 16 o.o 0.10 06 0.00 0.00
16 17 0.08 0.10 o.o6 0.00 0.00
17 26 o.o8 0.10 o.o6 0.00 0.00
18 29 0.05 0.05 oo 0.00 o.;,o
18 21 0.20 0.22 0.16 0.00 0.00
18 23 0.00 0.01 0.00 0.00 0.00
19 20 0.05 0.05 o.06 0.00 0.00
20 27 0.05 0.05 0.06 0.00 0.00
21 22 0.20 0.22 o.16 0.00 0.00
22 27 0.20 0.22 o.16 0.00 0.00
23 24 0.00 0.01 0.00 0.00 0.00
24 25 0.00 0.01 0.00 0.00 0.00
25 27 0.66 o.64 0.72 1.00 1.00
26 27 0.08 0.10 0.06 0.00 0.00
27 28 1.00 1.00 1.00 1.00 1.00
28 29 1.00 1.00 1.00 1.00 1.00

*This column represents data for the 9999 Simulation trials of

the Beta distributed network. All other data is for 1000 trials.I
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itation times utilizing the approximation formula for van and variarce

does hold for the network analyzed.

This chapter has presented applications of the G-RT Simulation

model through si~lation of various GMRT nat-vorks. The FT assumptions

were investigated thro-gh analysis of GMMT net-dorks composed of all AND

nodes. The networks utilized to test probabilistic GMT applications

required approximately one ni=ute cach for 1000 simulation trials on the

CDC 3400 computer. The PET networks, utilizing the Beta probability

distributinn required approx-Imately 4 minutes of computer time for 1000

simulation trials.



ICHAPTER V

ANALYSIS OF AND NODES

The results of a GERT network analysis are the probability of node

realisation, and the distribution of the equivalent tize parameter for

that node given it is realized. Extensive research has been conducted

on networks containing EXCLUSIVE-OR logic nodes, while conceptual and

computational problems exist in analysis of networks containing the AND

logic node.

Realization of the AND logic node occurs when all the activities

inwardly-directed to the AND node have been completed or realized. Con-

sideration of the probability of node realization is necessary since

GERT networks may be composed of probabilistic and deterministic type

logic nodes. Statements about the associated time param-rters and distri-

butions are then conditioned on the probability of realizing the node.

Should the network consist of all AND nodes, as in PERT, the probability

of node realization is one. The time at which a node is realized is the

maximum of the durations of the inwardly direoted paths to that node.

The purpose of this chapter is to investigate general applicabil-

ity of the merge bias correction technique proposed by Clark1 in analysis

of GERT networks containing AND nodes. A technique is required to com-

pensate for erroneous results stemming from analysis based on expected

values, as in PERT, and to reduce caciputational difficulties associated

Charles E, Clark, "The Gveates't of a Finite Set of Random Vari-
ables," Op. Pes., Vol. 9, No. 2, 1961, pp. 145-162.
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with the maximization operation. Prm ntation of this chapter is by

development of the theory and through application on two sample networks.

The merge bias correction procedure is concerned with providing

. the moments of the maximua of random variaules where the random variables

have a joint probability distribution. Networks composed of activities

with independent distributed variables for time duration provide an appli-

cation for this procedure.

The basic assumption of this procedure is that the independent

activity random variables w, x, y, and z are normally distributed with

expected value u and variance 62 and 62--. Linear correlation may

exist between any two paths, such as x and y, and is denoted by r(x,y) or

) x,y" The notation O(x) = l/ fV; exp(-x /2), and i(x) = f (t)dt

are used for the normal distribution. Also, max(xy) is denoted by x:y

Let vi be the ith moment about zero of the random variable max(x,y).

The following equations are derived by Clark and are utilized in solving

for the maximum of random variables.

a 2 = 62+ 26 , whe re 'y,

x y x y10xy X

= (u - u y/a

--= l ( ) + u2  + a

V2 = (ul, + z2 1 ( 2 ) + (u2 +6 2 2_ - f _# + (u_ + 2a

The linear correla.tion coefficient is givert approxima tely as

r(zma(x,y)) z I0zx:y

y+9
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" Another special form of the correlation coefficient is also use-

ful.

r(X + xY + y) = X+xjY+y

= d'X dCI'(XYAuX+X dy.+ .

The equations given above may be utilized in obtaining the maxi-

mm of any number of random variables by consideration of pairs of vari-

ables through successive application of the following procedure.

max ( w, x, y, z ) =Max [w, max (x, max (y,z)

At this point, --et- ps a simple example would clarify the discus-

sion. Consider the network shohn in Figure 28 . The probability of

realizing node 2 is (.3) (.4) (.2) (.8) (.5) = 0.0096 due to the combin-

ation of AND and EXCLUIVE-OR nodes as constructed.
2

* FIGURE 28

SAMPLE NETWORK UTILIZING ANDU LCGIC NODES

The tive of realization of node 2, T2 , given it is realized is the

2.Alan B. Pritsker, GERT: Gr. nhic. Ev. luation and Review

ITechniaule: ..... ?,D~piI>;. Ap, 19%,
App-. r.'"x T!..

!'It
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maximum of the 3 paths leading from node 1 to node 2 as follows. The

notation ti represents the random variable, Time of duration for activity

i.

T = ax ( + t + teI t + t
a c e d e

T2 = Kax ta + -- , te + Kax 01t + -t ' td ) )c
2 ea c d

Traversing the network for T2, assuming node 1 has a mean of zero

and variance of one:

Node A: TA = ta , with parame :ers Mean(A), arO

Var(A).
04- 4o

Node C: TC  = Max ( TA + tc' t )

(a+c,d = 0 since a+c and d are independent

parallel paths.

UX+C = U + U
a c

Ud -Ud

a 2  2 r2 + d 2
a Oc

ud UUa+,) / ( d+c 2)

V1  U ( ) + u+c + a € (i)

, 2 ,2 )i')2 +&2
V2 Ud + d 2a+ c a2c

Y)+ Cud + u ) a 9

Mean (C) = v

Var (C) = v2 - v12
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Nodf,2: T,,) = Max ( TA + tb TC + to)

UA~b = Mean(A) + %b

UCM a = Mean(C)Va+(u)

2 = VrA)

2 = Var(C d + 2~ a,~

(7d:a-c

The correlation coefficient, (~aqd =O0 since a and d are inde-

pendent activities in the network.

a~a~= &a qa ?a,a /&a 8<a~c

(eAtc =~ O~Ac d9a d:a+c

FAIb,DI-e - A eC eAc6 ( Afb (C+e

Thus c iculation of a new a, p- I v, , and v 2, for ncde 2, is

poss .ible when AbDeis kno.n. Mean(2) and Var(2) follow from these

calculations.
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The equivalent function W (s) for the network would be,e

w*(s) = p12 exp(Mean(2)s + Var(2)s2)

where P12 is '.he probability of realizing node 2, calculated at the

beginning of this chapter.

Another procedure would be to add pseudo activities in the network

at compensating po'nts to visually indicate bias corrections affecting

network calculations and allow conventional (PERT) network solution

using expected times. 3 The pseudo activities would in a sense be non-

zero dummy activities emanating from the affected node with mean and

nparianoe being the difference between merge bias and conventional calcu-

lated mean and variance.

A second, more complex, network with ntwierical values is offered

to further illustrate calculations involved and simplifying shortcuts

which may be ased to decrease the computational workload. Since the

equations utilized are the samp as the first sample network, only a brief

coverage will be given the actual calculations. The GERT Simulation

Program was utilized as a check against hand calculation and offers fur-

ther insight into solution of the network. Comparison of results follows

hand calculations.

The network is as shown in Figure 29; where the activities are

a, b, c, *,k; node numbers are 1, 2, 3, *,6; and mean and variance

are denoted as (u, 72 ) respectively. The probability of node realization

is one, so all activities must be realized fcr network completion.

3Joseph J. Moder and Cecil R. Phillips, Project aranement with
C1 ani PT (iw '-;.ore-: Ron"old Publ~shirg o., 1.), t. 237.
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FIGU-r%7, 20

PERT ~UTILIZED Ii' ANID NODE ANhALYc_ IS
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Node 1: Mean(l) = 0 , Var(1) = 0

Node 2: Mean(2) = 4 , Var(2) = 1, since activity . is an

indeperent activity.

Node 3: T3  = Max (t a t , t )
a cd

Ua+C  = 7 , ud  =c~ 2 =

fa+cd = 0 , since a + c and d are irdependent parallel

paths with no common element.

a2  = 2+ = 3 -3.46

= 6.997 , v2 = 50.9992

Mean(3) = 7

Var(3) = 2

At this point a simplifying aspect Is noted, in that Mean(3) and

Var(3) are at most 1/10 per cent off the conventional calculations using

expected values. A rule given by Moder and Phillips applies in this case:4

If the difference between the expected complete times of the two
merging activities being considered is greater than turice the larger
of their respective standard deviations, then the bias correction
will be small, Tess than a few per cent, and can be ignored.

Node 4: T4  = Max (T3 + te, T2 +t )

22b = 2 -2 , .2

u 2+b  = 6 0 02, u 3 2= 2 , 3e 3

I0 2+b.3+e .41

2a , 2.31

Did.,o. 239.
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4"'= 9.99, V2  102.92

Mean (4) = 9.99, Var(4) = 2.92

Here the rule also holds, but to a lesser effect, with the bias

correction at .01 and .08 for the mean and variance respectively.

Node 5: T = Max( T4 +tgT 2 +tf

2 2

9U-w~~ f' 2' g =3.92

uZ f =9, u4g = I, 22+f = , 4+ =39

2+f,4+g = 439

a 2.93, = 1.17

v= 11. , v2 = 126.8

Mean(5) = l .1, VL (5) 4.78

Node 6: T6  = Max ( T4 + th, T5 + tk )

U4+h 1399, +k  = 13.1 , 4+h 393

54-= 5.78

P4+h,5+k .286

2a = 7.0 , .336

V1  = 14.68, v2 = 218.79

Mean(6) = 14.68, Var(6) = 3.29

The sample network was also simulated using the GERT Simulation

Program. All activities were normTally distributed with mean ;nd varidnce

as indicated in Fgu're 29 on p 92 The nuiber of simulation trials
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was 1000. A favorable comparison of the hand calculations and simulation

results is given as follows for nodes 4 and 6.

Node 4 6

Yzan 10.087 14.3505

Simulation Variance 3.0128 3.6519

Mean 9.99 14.68
Hand calculation

Variance 2.92 3.29

The criticality index indicates one path is predominant, approx-

imately 64 per cent of the trials, through the network from nodes 1, 2,

3, 4, .to node 6. A minor critical path from nodes 1, 2, 3, 4, 5, to node

6, occurs approximately 31 per cent of the time. A histogram of node

redlization times for nodes 4 and 6 is given in Figure 30.

The assumption of normality for non-normal activities introduces

error into the calculation and is discussed at length in the referenced

article by Clark.5  Approximation of the first two moments vI and v2 of

Max(x,y), a non-normal distribution, with the first two moments of a nor-

mal distribution does not produce too great an error when the expected

values and variances a -i the same, for both distributions.

An example is given where the greatest of 500 standard normal var-

iables, which is not normally distributed, is approximated by a normal

variable with negligivle error. Approximations of exponentially and

uniformally distributed random variables by normally distributed vari-

Ables are also exhibited resulting in a larger, but tolerable error.

5Clr, . ' I .I1"



4177--:
- .... - *.. -- . - I -..

4., -- I ~ ~4~--- 
__

rrrr~~~Tr,,~ 

PH-~ 

- -

- ~-

-4-

EtIE r4T t--Z

A L_ 

_ _ _ __ _

=47--~A 
E w -- ~~~

x r_--iI. -h

E=-Y 7
- - -

-~i1 * *

S o do 7-T-

w_ 
_ j_ _ _i

U. L
U -Lj 7 7- p

7t 
t



1=1

9?
S-"The procedure of merge bias correction does provide a means for

iT--I overcoming errors inherent in conventional network calculations based

•'-on expected values as in PERT. The calculations are tedious for hand

calculation, but adaptable to computer solution.

~i The procedure is applicable to GERT network analysis, where the

7-! sub-networks containing AND nodes may be reduced to equivalent functions.

TEYI Should the complexity of the network between AND nodes prevent network

ireduction, addition of the pseudo activities to the network would facil-

itate solution by the maximization operation using expected values.

---I However, general applicability of merge bias correction cannot be claimed

for GERT networks, as this procedure is mainly problem oriented.

D.
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CHAPTER VI

SUMMARY, CONCLUSIONS AND RECC4MENDATIONS

I. SUMMARY

The purpose of this research was to: (1) develop a general purpose

GERT Simulator allcwing analysis of GERT networks through the technique

of Simulation, (2) investigate resultant distributions of GERT netwcrks

containing all AND logic nodes to determine validity of the PERT normal-

ity assumptions, and (3) investigate analysis of AND logic node3 through

analytical and simulation methods for distribution of the equivalent time

parameter.

The goal to develop a generalized technique for analysis of complex

systems portrayed by stochastic networks has not been fullyrealized. The

general purpose GERT Simulation Program was needed to assist the research

endeavor and reduce the computational complexity in solution of large

networks.

The Simulation Model, was designed to facilitate solution of GERT

networks, allowing as much freedom as possible in depicting networks for

analysis. Tha program is user-oriented, as input data is held to a min-

imum, requiring unly one input card for each activity in the network.

Five probability density functions are available for use in describing

the distribution of activity duratin. Program output includes a criti-

cality index on each activity as the relative frequency an activity

appears on the critical path. The mean ard variance of network completion

is also provided as output, along with analysis of specified nodes, con-

sisting of mean, variance, probability of realization and histograms of

nodn realization times. A Chi-Square Go:,InT3 of F- 7r-, . - '
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th the distribution of node realization times and printed as output.

Various GERT networks were simulated to provide examples of the use of

the Simulation Model and verify results.

An investigation into the PLT normality assumptions was conducted

through use of the Simulation Model. T'he Beta and Normal probability

distributions were utilized in simulating a sample network. Resultant

distributions of network realization times were analyzed to determine if

normality could be assumed.

Analysis of AND logic nodes was conducted using simulation and

analytical techniques. The merge bias correction procedure was applied

to sample networks to determine if the procedure was applicable to solu-

tion of GERT networks containing AND nodes.

II. CONCLUSION

The GERT Simulation Model did satisfy all requirements set forth

in Chapter I. Simulation of sample GEFT networks provided logical and

conclusive results as established by appropriate statistical tests.

The normality assumptions utilizing approximation formulas for

mean and variarce of activity duration in solution of PERT networks was

verified by analysis of resultant network distributions. Strict appli-

cation of the Beta probability distribui-on for activity duration times

did not produce normally distributed network realization times for either

of the network config-urations considered.

The merge bias correction procedure utilized to produce better

approxima.tions of ne3twork realization tim.s than conventional rethods

was d "ter "- ' .. to c"t->r:
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although'providing accurate estimates of distribution parameters.

However, the normality as-su-ption of activity distribution cculd intro-

duce significant errors in estimation. This procedure is therefore

problem-oriented and not applicable to general solution of GERT networks.

III. RECCQ4-NDATIONS

The use of the Simulation Model will facilitate further research

into GERT networks. However, further applications, other than those

presented in this paper, are necessary to assure satisfactory results

in the general case, and are therefore recommended.

The application of the merge bias technique to general GERT net-

work solution for networks containing AND logic nodes is computationally

difficult. Further investigation into this procedure and the underlying

normality assumptions is recommended. A computer program to solve PERT

networks wih this procedure would provide resultant statistics for con-

parison with simulated and analytical results.

4,-
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